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Abstract In this paper, we will discuss the structure of the

A statistical method of text categorization driven FOp_'C_ dictionary, t_he ch0|c_e and use of the we|gtxts_
by a hierarchical topic dictionary is proposed. individual nodes_ in the hlerarchy, _and some pradtic
The method uses a dictionary with a simple aspects of compilation of the topic dictionary.
structure and is insensible to inaccuracies in the ) ) o )
dictionary; the dictionary is easily trainable ona 2 Topic hierarchy and classification
manually clas§ified document cpllectiqn and algorithm

even automatically translatable into different . .

|anguages' A common Sense_comp'aint Way Of In [GUZman-ArenaS, 1997, 1998] It was proposed de u
assignment of the weights to the topics is dis- @ hierarchical dictionary for determining the méemes
cussed. The discussion is based on the experi- 0f a document. Technically, the dictionary consisfs
ence with the system CLASSIFIER developed  two parts:keyword groups representing individual top-

on the base of these methods. ics, and anierarchy of such topics.
. A keyword group is a list of words or expressions
1 Introduction related to the situation referred to by the namethef

topic. For example, the topreligion lists the words like
church, priest, candle, Bible, pray, pilgrim, etc. Note
that these words are connected neither with thel\lwesd
religion nor with each other by any “standard” semantic
relation, such as subtype, part, actant, etc.

The topic tree organizes the topics, as integraisun
into a hierarchy or, more generally, a lattice ¢sirsome
topics can belong to several nodes of the hiergrchy

The algorithm of application of the dictionary toet
task of topic detection also consists of two pasti-
vidual (leaf) topic detection and propagation of tiopic
weights up the tree.

The first part of the algorithm is responsible for
detection individual (leaf) topics. Effectively, dénswers,
topic by topic, the following question: To what deg
» this document corresponds to the given topic? Sach

question is answered for each topic individuallyor F
more information on how the topic weights are deter
mined (in a slightly different situation), see [AbBndrov
and Gelbukh, 1999]. In the simplest case, the weidla
topic is the number (frequency) of words from tluere-
sponding word list, found in the document.

We consider the task of text categorization by tiygic
of the document: for example, some documents ao@tab
animals, and some abouhdustry. In this paper we con-
sider the list of topics to be large but fixed. Calgo-
rithm does not obtain the topics from the docuniady;
instead, it relates the document with one of thpid®
listed in the system dictionary. The result is, shthe
measure (say, in percents) of the correspondinghef
document to each of the available topics.

A problem arises of the optimal, or reasonable, de
gree of detail for such classification. For exampiden
classifying the Internet news for an “average” rxadhe
categories likeanimals or industry are quite appropriate,
while for classification of articles on zoology $ua
dictionary would give a trivial answer that all douents
are aboutanimals. On the other hand, for “average
reader of Internet news it would not be appropriate
classify the documents by the topics suchmasnmals,
herptiles, crustaceans, etc.
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The second part of the algorithm is responsible for The main requirement for the second type of weights
propagation of the found frequencies up the treéhW — the discrimanation weights — is their discrimination
this, we can determine that a document mentionfregy t power: a topic should correspond to a (considerable)
leaf topicsmammals, herptiles, crustaceans, is relevant subset of documents. On the other hand, the topics that
for the non-leaf topi@nimals, and alsdiving things and  correspond to nearly all the documents in the deise

nature. are useless because they do not permit to makeeay
The question discussed in the paper is how fat@re van conclusions about the corresponding documents.
be propagated the weights up to the tree, for tierd Thus, the weightw’ of a tree nodg can be esti-

mined main topic of the document not to be triwall

general, likeobjects mated as the variation of the relevangethe topic over

the documents of the database. A simple way toutaie
3 Relevance and discrimination weights such a discrimination power is to measure it asdise

. i i 2 i .

Instead of simple word lists, some numeric weigtas ~ Persion:w’ :;(ri’ _M) , whereM = Zri'/\D\ is the
be used by the algorithm to define (1) the quatitiea ' _ .
measures of relevance of the words for topics &) dHe average value ofr,’over the current databade, and
measure of importance of the nodes of the hierarchy 1 ijs determined by the former algorithm, i.e., withou

The first type of weights, which we calklevance o _ )
weights, is associated with the links between words and@king into account the value of’. In a more precise
topics and the links between the nodes in the tFee. Manner, the information theory can be applied te th
example, if the document mentions the waedburetor, calculation of the weights; we will not discuss éghis
is it aboutcars? And the wordwheel? l.e., how relevant idea.
is the wordcarburetor or wheel for the topiccars, how With this approach, for, say, a biological database
strong is their relationship? Intuitively, the cdhtition  the weight of the topics likanimals, living things, na-
of the wordcarburetor into the topiccars is greater than ture is low because all the documents equally mention

that of the wordwheel; thus, the link betweewheel and ~ these topics. On the other hand, for the newspaper
carsis assigned a less weight. ture their weight is high, since many documentstido

not correspond to these topics, but still some ictars

It can be shown that the weight! of such a link
able part do.

(between a word and a topig, or between a topik and
its parent topicj in the tree) can defined as the meanp aferences
relevance for the given topic of the documents ainihg
this word: wi = S r.ink nk Here the summation is [Alexandrov and Gelbukh, 1999] M Alexandr(_Jv and A.
: i; b /,; ' Gelbukh. Measures for Determining Thematic Struetur
of Documents with Domain Dictionaries. Rroc. Work-

done by all the available documeis r,’ is the measure shop on Text Mining, International Joint Conference on

of relevance of the documento the topicj, and n® is Artificial Intelligence [JCAI-99, to appear, 1999.
the number of occurrences of the word or topim the  [Guzman-Arenas, 1997] Adolfo Guzman-Arenas. Haltand
documeni. los temas principales en un articulo en espafidbgian-

Unfortunately, we are not aware of any reliableoalg ish). Soluciones Avanzadas, 5(45):58, 5(49):66, 1997.
rithm to automatically detect the measure of reteea

r! of the documents for the domains in an independerltGuzman'Arenas’ 1998] Adolfo Guzman-Arenas. Finding

the main themes in a Spanish document. JournalrExpe

way. For the moment, such a measure is_ estimatemhma Systems with Applications, 4(1/2):139-148,. January
ally by the expert, and then the system is trainoadhe February 1998.

set of documents. Alternatively, the expert canaliyu
intuitively assign the relevance weights to the woc [Gelbukh et al., 1997] Alexander Gelbukh, Igor Beikov,

ments. Sofia Galicia Haro. Automatic Learning of a Synitzait

Both these approaches require manual work. To Government Patterns Dictionary from Web-Retrieved
avoid it, as a practical approximation, for narremough Texts. InProceedings of the International Conference
themes the hypothesis can be assumed that the aexts ~ On Automatic Learning and Discovery, Pittsburgh, PA,
this topic almost never occur in general texts (saper USA, June 1998. Carnegie Mellon University.

mixture). Then the expression for the weights can b

simplified: w/ :y; nk .



